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Abstract—Decoder design involves choosing the optimal circuit select

style and figuring out their sizing, including adding buffers if nec-

essary. The problem of sizing a simple chain of logic gates has an el- global local
egant analytical solution, though there have been no corresponding & [ [ word line -
analytical results until now which include the resistive effects of the word line

interconnect. Using simpleRC models, we analyze the problem of
optimally sizing the decoder chain withRC interconnect and find
the optimum fan-out to be about 4, just as in the case of a simple predecode Lin
buffer chain. As in the simple buffer chain, supporting a fan-out
of 4 often requires noninteger number of stages in the chain. Nev-
ertheless, this result is used to arrive at a tight lower bound on

T
174

the delay of a decoder. Two simple heuristics for sizing of real de-
coder with integer stages are examined. We evaluate a simple tech- [~ X~} ‘}
nique to reduce power, namely, reducing the sizes of the inputs of address

the word drivers, while sizing each of the subchains for maximum

speed, and find that it provides for an efficient mechanism to trade Fig. 1. Divided wordline (DWL) architecture showing a three-level decode.
off speed and power. We then use th&C models to compare dif-

ferent circuit techniques in use today and find that decoders with

two input gates for all stages after the predecoder and pulse mode there isRC interconnect embedded within such a chain. We

circuit techniques with skewed N to P ratios have the best perfor- npresent analytical results and heuristics to size decoder chains
mance. with intermediateRC interconnect. There are many circuit
Index Terms—Decoder circuit comparison, low power, optimal  styles in use for designing decoders. Using simRIg gate
?neecnagf; (SFt;XKAu){r?é sﬁgttlmatlnfgr&gn n%lg:ed circuits, random access ooy models, we analyze these to arrive at optimal decoder
structures.
Section Il first reviews the approach of logical effort [9], [19],
|. INTRODUCTION which uses a simple delay model to solve the sizing problem,

HE DESIGN of a random access memory (RAM) i@nd provides an estimate for the delay of the resulting circuit.
generally divided into two parts, the decoder, which iZhis analysis allows us to bound the decoder delay and eval-

the circuitry from the address input to the wordline, and tH&t€ SOme simple heuristics for gate sizing in practical situa-

sense and column circuits, which includes the bitline to the daﬂ%ns' Section Il then uses this information to evaluate various

input/output circuits. For a normal read access, the decod¥cuit techniques that have been proposed to speed up the de-

contributes up to half of the access time and a significafipd® Path. The decode gate delay can be significantly reduced

fraction of the total RAM power. While the logical function of®Y USing pulsed circuit techniques [6]-[8], where the wordline
the decoder is simple, it is equivalent® n-input AND gates, 1S not a complnatlonal S|gnal but a pulse which stays active for
there are a large number of options for how to implement tHscertain minimum duratpn anq then shuts off.. Fortunatgly, t.he
function. Modern RAMs typically implement the large fan_irpowercost of these techniques is modest, and in some situations
AND operation in an hierarchical structure [18]. Fig. 1 showiSing pulses can reduce the overall RAM power. We conclude
the critical path of a typical three-level decode hierarchy. THEE Paper by putting together a sketch of optimal decode struc-
path starts from the address input, goes through the predecdH§S o achieve fast and low-power operation.

gates which drive the long predecode wires and the global

word driver, which in turn drives the global wordline wire and Il. DECODERSIZING

the local word drivers and finally ends in the local wordline.

: ) . : .~ Estimating the delay and optimal sizing of CMOS gates is a
The decoder designer has two major tasks: choosing the C"%t‘aﬁ—studied problem. Jaeger in 1975 [1] published a solution

style and sizing the resulting gates, including adding buffej the inverter problem, which has been reexamined a number

i needed. While the problem of sizing a s_lmple chain %f times [2]-[5]. This analysis shows that for optimal delay,
gates is well understood, there are no analytical results WI}%@) delay of each stage should be the same, and the fan-out of

each stage should be around 4. More recently, Sutherland and
Manuscript received November 21, 2000; revised June 28, 2001. This watlgroy|| [9] [19] have proposed an approach called Iogical ef-
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and is a linear function of the gate’s fan-out, the ratio of the word driver
gates’s output capacitance to its input capacitance. This term ! 1
models the delay caused by the gate current charging or dis- word line
charging the load capacitance. Since the current is proportional

21’/2 ] 21‘/2

to the gate size, the delay depends only on the ratio of the gate’s 2" rows

load and its input capacitance. The second term is the parasitic

delay. It models the delay needed to charge/discharge the gates’s Predecoders

internal parasitic capacitance. Since the parasitics are propor- 72 2

tional to the transistor sizes, this delay does not change with @

gate sizing or load. Thus using this model, the delay of a gate = branching effort=6p=2">"  branching effort=p7 = 22

SIMply Tyate = k (Cout/Cin) + Tpar- logical effort Ip X logical effort //
Logical effort goes one step further since it needs to optimi: X Rw e

different types of gates in a chain. A complex gate like a sta . -D‘ T AAAA% T D— . -Do—_L

n-INPUtNAND gate has, nMOS transistors in series, which de- ¢ ¢ c, F w2 w2 Cx, Cxt T 2

grades its speed compared to an inverter. Since all statiput
NAND gates will have the same topology, the consfafur all
these gates will be the same and will be sdrhdarger than an Fig. 2. (a) Schematic of small RAM with two-level decode. (b) Equivalent
inverter. One can estimaké by using a simple resistor model ofcircuit of the critical path in the decoder. This models the predecode line which
atransistor. If we further assume that the pMOS devices have 975 all of ts gate loading lumped at the end of the wire.

the current of an nMOS device, then a standard inverter would

have an nMOS width ofv and a pMOS width ow. For the 27! since each input selects half of all the words in the RAM.
NAND gate to have the same current drive, the nMOS devicébe total logical effort of the path is the effort needed to build
in this gate would have to be times bigger, since there are anr-input AND function. If the wire capacitance and resistance
devices in series. These larger transistors cause the input capathin the decoder are insignificant, then one could size all the
itance for each of th®AND inputs to beC,(n + 2)w compared gates in the decoder using just the total effective fan-out for each
to C,3w for the inverterk* for this gate is(n + 2)/3,* and is address line shown in (2). As we will see next in the context of
called the logical efforte of the gate. Thus, the delay of a gatéwo and three-level decoders, this is not a bad estimate when the

®)

is wire delay is small.
5 C(out C;
Tyate = kiny <ZC_Ci + B gate) : (1) Effective fan-out~ Cljfa“ ol
kiny is delay added for each additional fan-out of an inverter, - Logical Effort(r — input— AND). (2)

and Py, is the effective added fan-out caused by the gate’s
parasitics. This formulation makes it clear that the only differ-
ence between an inverter and a gate is that the effective fan-oét aTwo-Level Decoders

gate sees is larger than an inverter by a factée dfgnoring the Consider a design whererow address bits have to be de-
small difference in parasitic delays between inverters and gatg§ged to select one & wordlines with a hierarchy of two
we can convert_ the gate sizing problem to the inverter sizifg,els. The first level has two predecoders each decodiig
problem by defining the effective fan-out to €' Coui/Cin-  address bits to drive one 8f/2 predecode lines. The next level
Thus, delay is minimized when the effective fan-out is aboutifien anps two of the predecode lines to generate the wordline.
for each stage. _ . ‘This is a typical design for small embedded RAMs and is shown
In the decode path, the signals at some of the intermedigig-ig. 2. The equivalent critical path is shown in Fig. 2(b). Since
nodeg brar_lch ou_t to a numbgr of identical stages, e.g., the glopgal delay formulas only depend on the input capacitance of the
wordline signal in Fig. 1 splits to a numbée of local word  yates we use the input capacitance to denote the gate’s size. We
driver stages. The loading on the global wordline signakis |ape| the branching effort at the input to the wordline drivers as
times the capacitance of the local word driver stage. If one fgr(: 27/2) the logical effort of thevanD gate in the wordline

cuses on a single path, the capacitance of all the other paths §akr asii, and the branching effort and logical effort of the
be accounted for by making the effective fan-out of that staggeqecoder alp andip, respectively.

bele* Cour /Cin- The amount of branching at each node is called e total delay is just the sum of the delays of the gates along
the branthng effort of the node and the total pranchmg effort ¢fe decoder path, which in turn can be expressed as the sum of
the path is the product of all the node branching efforts. e effort delay plus the parasitic delay. The delay of the gate

In general for & to 2" decode, the total branching effort ofqiying the wire only slightly complicates the expression:
the critical path from the input or its complement to the outputis

INote that the actual logical effort is less than this formula since the devices£ :g IpCs e Cw+bl-Cry
are velocity saturated, and the current through two series devices is actualléiinv Co Cy Cr
greater than 1/2. With velocity saturation, the transistors have to size up less RwCw Rw-bl-Czx U-Cxsy Cr,
than two to match the current through a single device. The theory of logical + + T T
effort still holds in this case, one only needs to obtain the logical effort of each 20Ky hiny Cuy Cuay,
gate topology from simulation, or from more complex transistor models. + (n +k+ 1) . Pgate 3)
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wherec is close to one and is a fitting parameter to convert wirfl = f2 = f. In that case, substitutinff* into (4) and (5) and

resistance to delay. setting them equal gives
Sizing the decoder would be an easy problem except for
o . . ) w N RwC, N
the predecoder wire’'s parasitic capacitance and resistance. ron +ff=f= < W + 1) o (8)
Differentiating (3) with respect to the variablés, ... C,, and " Hiny
Czy,...Czy, and setting the coefficients of each of the partidbolving for f* gives
differentials to zero, we get T Rl
" wCw
g_lng _Cw—i-bl-Ca:l_f @ f :f—fw<1/1+f—w—1>; fw:m 9)
Co © C, U
where f,, is the wire delay measured in effective fan-out. The
R ) 0.0 o means that the minimal effort cost of a wire is
w O
<—+—>-bl-Ca:1: 2.k~ (5) f f of
Oék'inv Cn 0371 C’a:k F =14+ TW 14+ f_ +1 (10)

The effective fan-out of the stages before the wire must all
be the same, as must the effective fan-outs of the gates afterahd the total effort of a decoder path is

wire. The relation between the two fan-outs is set by the wire’s

parameters. The wire capacitance is part of the loading of the ast-++1 _ bp-lp-bl-U-Cp 14+ fuw 1+ 2f +11).
gate in the first chain, and the resistance of the wire changes the Co f Jw

effective drive strength of this gate when it drives the first gate (11)

of the second chain. The total delay can now be rewritten as Note herebp*bl = total branching effort= 2"~ andip*il =
total logical effort of a-inputAND function. Hence (11) is sim-

=(n+1)-(fi + Pyare) + Rw - Cw ilar to (2) except for the presence of factor dependent on the
Kiny 20kiny interconnect which diminishes as the intrinsic delay of the in-
+Rw bl - Cxy k- (fa+ Paie). () terconnect becomes negligible compared to a fan-out delay.
akiny Once we knowf* we can also solve faf,, to find n andk.

The total delay can be minimized by solving for the values for b - In - Cw 2f
f1,n, f2, andk. Sizing the predecode chain is similar to sizing M A i <1 + 41+ —) (12)
a buffer chain driving a fixed load and the optimal solution is to 2fCo fu
havef]L =f~ _4_as d.iscussed in Sec’;ionlll. Intuitively, si_nce . Rw-bl-l-Cj 2f
the wire’s parasitics will only slow the circuit down, the optimal / :T'f 14+ /1+ I» (13)
sizing tries to reduce the effect of the wire. If the wire resistance v b

is small, the optimal sizing will push more stages into the firslust like in the case of a simple buffer chain, the values of
subchain, making the final driver larger and reducing the effegf £ will turn out to be noninteger in general and will have
of the wire capacitance. If the wire resistance is large, optimal be rounded to integer values. Nevertheless, the unrounded
sizing will push more stages into the second subchain, makinglues can be used in (6) to yield a tight lower bound to the
the gate loading on this wire smaller, again reducing the effect@écoder delay. A useful parameter to consider is the ratio of
the wire. In fact, the optimal position of the wire saetandk to  the total input gate capacitance of the word driver to the prede-
try to balance the effects of the wire resistance and capacitangsder wire capacitance, which we will calland which equals

such that bl* Czy /Cw. We will evaluate two different heuristics to obtain
Ruw Cw sizing for real decoders which have integer number of stages.
e bl - Cxy = roh (7) Inthe first heuristic H1, we keep the input gate size&af, ob-

tained for the lower bound case, thus achieving the same gate to
This is the same condition that is encountered in the solutiarire ratiou, as in the lower bound case. Since; is fixed now,
for optimal placement of repeaters [22], and a detailed derividte sizing of the predecoder and the word driver chain can be
tion is presented in [17]. Intuitively, if we were to make a smalione independently as in the standard buffer sizing problem. In
change in the location of the wire in the fanup chain, then if thbe second heuristic H2, we will use (13) to estinfatand then
above condition is true, the change in the delay of the driver withund it to the nearest even integer. We then fyse f ~ 4 to
cancel out the change in delay of the wire. Putting (7) in (4) amdlculateCz;, which fixes the predecoder problem, and it can
(5), we find that the fan-outs of the two chaing,and f», are be sized as the standard buffer chain. We also determine the op-
the same. The constraints of a real design sometimes prev#mntl solution for integer number of stages by doing an exhaus-
this balance from occurring, since the number of buffers neetilee search of the variable valugsand f> between 2to 7.5 and
to be a positive, and often even, integer but we can use this @gsmall integer range of 2 to 10 faerand4. Table | compares
timal position of the wire to derive a lower bound on the delayhe fan-outs, number of stages, and the delays normalized to a
If the wire did not existpl*Cz, /C;, would equalf, the stage fan-out 4 loaded inverter and power, for the lower bound (LB),
effort. Since the wire exists, this ratig;, will be less thanf, the optimal (OPT) and the heuristics H1 & H2 sizing. The en-
since(bl*Czy + Cw)/C,, mustequalf. f/f* is the effort cost ergy is estimated as the sum of switching capacitances in the
of the wire, and can be found if the wire is optimally placed, sdecoder. We see that the lower bound delay is fairly tight and
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TABLE |
FAN-OUTS, DELAY, AND POWER FORDIFFERENT SIZING TECHNIQUES IN0.25¢tm CMOS
Intri.nSic .. encrgy
S oA e N R VS P A R et
(ki)
LB 38 |32 [38]02 31244 4.5 19.9
32x32 ~0 H1 3.0 |4 122 31251 53 27
H2 30 |2 382 |28 [45 0.8 3.6
OPT 32 |2 36 (2 |32 |45 0.8 38
LB 38 |39 [38]07 [154]56 4.3 27
64x64 ~0 HI1 37 |4 162 |154]61 5.1 30.9
H2 35 |3 382 |28 |58 1.5 8.7
OPT 28 |4 302 46 |57 22 12.7
LB 38 |43 13824 (35 |77 6.6 50.8
256x256 | 0.11 Hi 43 |4 |49 |2 |35 |80 6.2 49.9
H2 35 |5 382 |56 |79 9.2 72.1
OPT 33 |5 43 |2 |45 |78 7.9 62.2
LB 38 |44 |38130 |15 [85 7.2 61.2
512x256 | 0.48 Hl 44 (4 732 |15 |93 6.6 61.1
H2 32 |6 382 |56 |92 17.2 158.7
OPT 31 |5 3014 |10 |88 6.7 59.4
LB 38 |47 |38 |26 |26 [83 9.4 77.8
512x256 | 0.21 H1 48 |4 5712 |26 |89 8.5 75.4
H2 32 |6 |[38)2 |56 |86 |172 |1474
OPT 31 |6 432 145 |85 14.7 125.2
close to the optimal solution which uses only integer numb bg lg bl Ul
of stages. Both the heuristics H1 and H2 give delay which a bp. Ip
within 2% of the optimal solution, with H2 being slightly faster. @
For the large block of 512 256, with narrower wire, H1 and _D._ED Rw;, Gy Rwy Cw;
H2 are slower by 4%. But increasing the wire size gets them D"“V‘::JE“;“ ;ll : D—_L
within 2% of the optimum. We also notice that H2 consume Cpy Cppe Cpy CgjeeCg, Cx00Cxi T Cr

significantly more power for the larger sizes blocks. The crit-
ical parameter for power dissipations the ratio of the word Fig. 3. Critical path for a three-level decoder.
driver input gate cap to the predecoder wire cap. Larger value

for u leads to more power dissipation. We will explore this ags each of the predecoder, global word driver, and local word
pect further in Section Ill. In the next section, we will look alrivers need to be equal. We will call thefi, f», and f3, re-

sizing for three-level decoders. spectively. Like the two-level decoder case, if we can optimally
size for the wires, all three of these fan-outs will be the same,
and the detailed derivation is presented in [17]. Using this re-
Large RAMSs typically use the divided wordline (DWL) ar-sult, we can first calculat€'z, and thenCg;. Using (13) as a
chitecture which uses an additional level of decoding, and gsference, we can write the expression fas
we next look at sizing strategies for three-level decoders. Fig. 3
depicts the critical path for a typical decoder implemented using
the DWL architecture. The path has three subchains, the prede- fuw2
code, the global word driver and the local word driver chains.
Let the number of stages in thesedae n, andk. Let bp, by, As was done before, heyk,, is delay of the global wordline
andbl be the branching efforts of the predecoder, the inputstgre normalized to that of an inverter driving a fan-out of 4 load,
the global and local word drivers, respectively, andiletlg, i.e., fu2 = Rw3Cws/(2ak;y ). This can be used to calculate
and!! be their logical efforts. For minimum delay, the fan-outshe size ofCr; asll*Cy/f* to give the loading for the first two

B. Three-Level Decoder

w_ Rwy bl-1-Cp
B 2akin'vf

2f

T4+41+22]. (19
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TABLE I
FAN-OUTS, DELAY, AND ENERGY FORTHREE LEVEL DECODER IN0.254tm CMOS
Intrinsi
Size ‘;:l’:; Style Jufats mnk u v ((i: lay e?:rrl;g.y delay*e
Stz fod) units) nergy
(in k;,)
LB 3.8,3.8,3.8 46,2922 |19 |1.0 [11.7 49.7 582
1Mb 1.71 H1 34,7345 |5,22 19 |20 | 120 46.4 559
H2 42,3838 |[522 26 |44 | 127 90.1 1146
OPT 3.43.038 |54,2 26 |08 (118 58 683
LB 3.8,3.83.8 472820 |27 |15 [11.2 62.1 695
iMb 0.91 H1 3.6,6.7,3.7 |52.2 27 |15 (114 57.9 662
H2 42,3838 |[52,2 26 |44 | 116 90.1 1048
OPT 3.43.034 |54, 33 (1.0 (113 65.7 741
LB 3.8,3.8,3.8 48,3829 |08 (04 [148 64.3 951
4Mb 6.9 H1 3.7,26,70 | 54,2 08 |04 |15.1 65.2 984
H2 3.8,3.8,3.8 | 54,2 26 |06 | 155 99 1534
OPT 3.6,3.6,29 | 544 05 103 | 149 61.2 913
LB 38,3838 1493626 |12 |06 |13.6 76 1033
4Mb 3.7 H1 38,3457 |54.2 12 |06 | 138 78 1068
H2 3.83.83.8 |542 26 |06 | 138 99 1369
OPT 373748 | 54,2 1.7 |05 | 13.7 83 1134

subchains a€’; + bg*Cz1. Again using (12) and (13) for the is quite tight and is within a percent of the optimal solution. Un-
predecode and global word driver chains with this output loditte in the two-level case, here heuristic H1 gives better results

yields the expressions fer andn as than H2. H1 is within 2% of the optimum while H2 is within
8% of the optimum. H2 also consumes more power in general
. bg-lg- Cwsy (1 +4/1+ f%) and again this can be correlated with the higher ratios for the
= Cwy ’ 27 (15) input gate capacitance of the word drivers to the wire capaci-
( Fur T 1) tance. Increasing wire widths to reduce wire resistance not only
decreases the delay but also gets the two heuristics closer to the
bplpCun 2f .
flf=———-114+,4/1+ . (16) optimum.
2fCpo < '“’1> Minimum delay solutions typically burn a lot of power since

Here f,,; is the normalized delay of the predecode wire getting the last bit of incremental improvement in delay requires
As bu()afore the values of,, n, andk will not in general be in- significant power overhead. We will next look at sizing to reduce

tegers, but can be used to calculate the lower bound (LB) on ffRVer at the cost of a modest increase in delay.

delay. Analogous to the two-level case, we will define two ad- | ,

ditional parametersy, the ratio of input gate cap for local wordC: Sizing for Fast Low-Power Operation

driver to the global word wire cap, andgthe ratio of input gate  The main component of power loss in a decoder is the dy-
cap of the global word driver to the input predecoder wire capamic power lost in switching the large interconnect capaci-
Sizing heuristics H1 and H2 can be extended to the three-letahces in the predecode, block select, and wordlines, as well as
case. In the case of H1, we keep the ratioandv the same the gate and junction capacitances in the logic gates of the de-
as in the lower-bound computation. This fixes the input sizesde chain. Table Il provides a breakdown of the relative con-
of the global and word drivers and the three subchains canthbution from the different components to the total switching
sized independently as simple buffer chains. For heuristic Hpacitance for two different SRAM sizes. The total switching
we roundn, k obtained from (14) and (15) to even integers ancapacitance is the sum of the interconnect capacitances, the tran-
usef, = f3 = f ~ 4. We also do an exhaustive search witlsistor capacitances internal to the predecoders, the gate capaci-
integer number of stages in the three subchains to obtain the tamce of the input gate of the global word drivers, the transistor
timal solution (OPT). The results for a hypothetical 1-Mb andapacitances internal to the global word drivers, the gate capac-
4-Mb SRAM in 0.25¢:m CMOS process for two different wire itance of the input gate of the local word drivers, and the tran-
widths are tabulated in Table Il. We observe that the lower bousistor capacitances internal to the local word driver.
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TABLE 11l TABLE V
RELATIVE ENERGY OFVARIOUS COMPONENTS OF THEDECODEPATH IN % DELAY AND ENERGY FOR A1-MB SRAM DECODER FORDIFFERENT RATIOS
OF WORD DRIVER INPUT GATE CAP TO INPUT WIRE CAP
Input of Global Input of Local
. . Predecode Global Word Local ‘Word *
Size Wire Internal Word Driver Word Driver u v delay energ?' (arb. delay
Driver Internal Driver Internal (Tf04) unlts) energy
16kb 25 24 16 13 16 6 1.9 1.0 12.0 46.4 559
1Mb 15 29 29 12 14 1 1.0 1.0 12.1 40.9 495
1.0 0.2 12.6 33.5 421
TABLE IV 02 |02 |131 |277 363
RELATIVE DELAY OF VARIOUS COMPONENTS OF THEDECODE
PATH UNDER H1 IN % 0.2 0.04 | 14.1 24.7 348
Size Predecode Pred?code Globa! ‘Word Globa.l ‘Word Local.Word
Wire Driver Line Driver _ Also because of the reduced capacitance, the RiBedelay
16kb 56 2 26 ! 15 decreases by about one gate delay leading to only a two gate
1Mb 44 15.5 17.5 5 18 delay increase in the total delay. The reduction in the energy

delay product with reducing and v indicates that there is a
large range for efficient tradeoff between delay and energy by

Table IV shows the relative breakdown of the total delaghe simple mechanism of varying the sizes of the word driver
between the predecoder, the predecode wire, the global wgiguts.

driver, the global wordline, and the local word driver. The two
key features to note from these tables are that the input gate
capacitance of the two word drivers contribute a significant . o
fraction to the total switching capacitance due to the large "€ total logical effort of the decode path is directly affected
branching efforts, and that the delays of the two word drive 'the circuits used to constrgct the individual gates of the path.
contribute a significant fraction to the total delay. In fact, théhis effort can be reduced in two complementary ways: by
input gate capacitance of the two word drivers are responsiSfeWwing the FET sizes in the gates and by using circuit styles
for more of the decoder power than is shown in the tab/&hich implement then-input logical AND function with the

as they also impact the sizing of the preceding stages. geast logical eff_ort. We first dgspnbe technlque_s to |mpI¢ment
example, in the case of the 1-Mb SRAM, by breaking dowskewed gates in a power eff|_c:|ent way. We 'WI|| therl discuss
the power dissipation in the predecoders into two componerfi2€thods of implementing am-input AND function efficiently,

one directly dependent on the word driver sizes and the ottf¥d finally do a case study of a pulsed 4-to-16 predecoder.
independent on the word driver sizes, we find that 50% of ) ) )

the decoder power is directly proportional to the word drivéf- Reducing Logical Effort by Skewing the Gates

input sizes. This suggests a simple heuristic to achieve a fasBince the wordline selection requires each gate in the critical
low power operation will be to reduce the input sizes of theath to propagate an edge in a single direction, the FET sizes in
two word drivers but still size each chain for max speed. the gate can be skewed to speed up this transition. By reducing
convenient way to do this is via the paramete@ndv, which the sizes for the FETs which control the opposite transition, the
represent the ratio of the input gate cap to the input wire cagapacitance of the inputs and hence the logical effort for the gate
Table V shows the delay, energy, and energy—delay product fereduced, thus speeding up the decode path. The cost is that
a 1-Mb RAM decoder starting from the sizing of heuristic Hkeparate reset devices are needed to reset the output to prevent
in Row 2 of Table Il and gradually reducing the ratiesand the slow reset transition from limiting the memory performance.
v.The last entry withu = 0.2 andv = 0.04 corresponds to These reset devices are activated using one of three techniques:
minimum gate sizes for the inputs of the global and local wogatecharge logic uses an external clock, self-resetting logic (SR-
drivers. We observe that reducingandv leads to significant CMOS) [6], [11] uses the output to reset the gate, and delayed
power reductions while the delay only increases modestly. taeset logic (DRCMOS) [7], [12], [13] uses a delayed version of
the last row, the input gate cap of the word drivers is madme of the inputs to conditionally reset the gate.

almost insignificant and we find that the energy reduces byPrecharge logic is the simplest to implement, but is very
nearly 50% in agreement with the finding that 50% of thpower inefficient for decoders since the precharge clock is fed
decoder power under H1 is directly attributable to these sizés.all the gates. Since in any cycle only a small percentage of
The delay in the last row only increases by two gate delattsese gates are activated for the decode, the power used to clock
(16%) when compared to H1 and can be accounted as followse reset transistors in all the decode gates can be larger than
Reduction of input local word driver size by a factor of 23%he power to change the outputs of the few gates that actually
(v = 0.04) leads to an increase of about 2.5 gate delays in tewitch. SRCMOS and DRCMOS logic avoid this problem by
local word driver delay. The reduction of input global wordactivating the reset devices only for the gates which are active.
driver size by 10(x = 0.2) along with the above reduction In both these approaches, a sequence of gates, usually all in the
in v, leads to an increase of one gate delay in the global wasdme level of the decode hierarchy, share a reset chain. In the
driver, while the predecode delay reduces by 0.5 gate delag®RCMOS approach, the output of this gate sequence triggers

I1l. DECODERCIRCUITS
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Reset Chain

—OIETL

l
I 1

Fig. 6. Source-coupledanD gate for a pulsed design.

—{ Reset Chain
|.
weak ‘”flz °e ‘"f,
[ N ok — _"i 5
—

Fig. 7. NOR style decoder [7].

b) this approach is that the output pulsewidth will be larger than the

in Isewidth nly a limited number of ive level
Fig. 4. SRCMOS resetting technique. (a) Self-reset. (b) Predicatedself—resefPUt puise dth so 0 ya ted number of successive levels

of the decode path can use this technigue before the pulsewidths
will exceed the cycle time.
weak Predicated Reset Y
1 * Weak . . . . .
q ﬂ b / _46 . B. Performing am-input AND Function With Minimum
Logical Effort

The n-input AND function can be implemented via different

—1 L —
u; combination ofNANDS, NORS, and inverters. Since in current
—[>°—|5 CMOS technologies, a pFET is at least two times slower than

an nFET, a conventionalor gate with series pFET is very in-
efficient and so thenD function is usually best achieved by a
combination ofNANDS and inverters. If we usk-input NAND

. . ) . . es with a logical effort ofe(k), then we will needog;,,
the reset chain, which then activates the reset transistors mgaal} g . c(k) - eedogy
levels to make the-input NAND function, resulting in a total

the gates to eventually reset the output (Fig. 4). The output . :
pulsewidth is determined by the delay through this reset chz?l(r)wglcal effort shown in (17).
If the delay of the reset chain cannot be guaranteed to be longer total effort= le(k)1o8+ ™, (17)
than the input pulsewidths, then an extra series FET in the input
is required to disconnect the pulldown stack during the resetFor a conventional static styleaND gate with long channel
phase, which will increase the logical effort of the gate. Onatevices, the logical effort for A-inputNAND gate is(k + 2)/3.
the output is reset, it travels back again through the reset chiising this in (17) and solving for differerit, we find that the
to turn off the reset gates and get the gate ready for the ne&dtal logical effort for ann-input NAND function is minimized
inputs. Hence, if the input pulsewidths are longer than twider & = 2. At the other extreme, if we use completely skewed
the delay of going around the reset chain, special care mustNz2eid gates with short channel devices, the logical effort can
taken to ensure that the gate does not activate more than omeeapproximated byqrt(k)/3. Again & = 2 minimizes the
This is achieved by predicating the reset chain the second titogal logical effort. Hence building the decoder out of two-input
around with the falling input [Fig. 4(b)]. (Another approach islAND gates leads to the lowest delay. An added benefit is that
shown in [11].) with two-inputNAND gates, the least number of predecode ca-
The DRCMOS gate fixes the problem of needing an extra ggacitance is switched thus minimizing power dissipation. When
ries nFET in the input gate by predicating the reset chain adtire two-inputNAND gate is implemented in the source-coupled
vation with the falling input even for propagating the signal thetyle [15], [16], its logical effort approaches that of the inverter,
first time around the loop (Fig. 5). (Another version is shown iif the output load is sufficiently small compared to the load at
[13].) Hence, the DRCMOS techniques will have the least loghe source input (Fig. 6). This is true for the input stage of the
ical effort and hence the lowest delay. The main problem witkiord drivers.

Fig. 5. A DRCMOS technique to do local self-resetting of a skewed gate.
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x76
16/8

1k
¢ 28 141 I_l 359
58/19 60/30
Branching Effort == 1 1 1
Logical Effort  emjp 0.67 0.33 0.67
Sizing =——)p 11 28 141 359

Total Effort = 76x8 x 0.67*0.67*0.33 Optimum Stage Effort = 1.7
11

Fig. 8. NOR style 4-to-16 predecoder with maximal skewing and DRCMOS resetting.

Since a wide fan-inor can be implemented with very small TABLE VI
Iogical effort in the domino CiI’CUit style a |arge fan-liJAND DELAY AND POWER COMPARISONS OFVARIOUS CIRCUIT STYLES IN 0.254¢tm
. . ’ . PROCESS AT2.5 V. DELAY OF A FAN-OUT 4 LOADED INVERTERIS 90 PS
can be implemented doingnR of the complementary inputs

(Fig. 7), and is a candidate for building high-speed predecoder: Delay (pS)/ Power
The rationale for this approach is that with increasing numbe Circuit Style number of fanout dloaded | (mw)
pf inputs, nFETs are added. in parallel, thus'keeplng the log P mput NAND without skowing AR =
ical effort a constant, unlike in ®AND gate. To implement the - - .

f . i ith N b Lin [71 h 2-input NAND with skewing 234/2.6 1.1
NAND functionality with NOR gates, Nambet al. in [7] have NOR style without skewing 284732 3
proposed a circuit technique to isolate the output node of an urggg style with skewing (Figure 8) 7027 2.25 13

selected gate from discharging. This is reproduced in the figure:
An extra nFET (M) on the output node B shares the same source

as the input nFETS, but its gate is connected to the output of figsign withnor style gate, but report the results for the other
NOR gate (A). When clock (clk) is low, both nodes A and B argjesigns. The details for the other designs can be found in [17].
precharged high. When clock goes high, the behavior of the gatef:ig' 8 shows a predecoder design which uses style gate

depends on the input values. If all the inputs are low, then nod d combines skewing and local resetting in the DRCMOS
remains high, while node B discharges and the decoder output,| e. The total path effort is reduced by a factor of 2.6 com-

selected. If any of the inputs are high, then node A discharg red to a skewed design which uses two-inpiD gates. A

shutting off M and preventing node B_fror_n disch_arg_ing. _Thigummary of delay and power for the four designs is shown in
causes the unselected output to remain high. Th'_s situation ﬁ%'ble VI. This is the fastest design with a delay of 202 ps (2.25
volves a race between A and B and is fixed by using two Sm%m-out 4 loaded inverters). It has about 36% lower delay than

cross-coupled pFETs connected to A and B. the slowest design, which is a conventional nonskewed version

We will quantify the impact of skewing and circuit style ONyith two-input NAND gates. We note here that this number is

delay and power in the next section for a 4-t0-16 pereCOderalmost the same as reported in [7], but we differ on to what we

ascribe the delay gains. From the examples, it is clear that the
C. Case Study of a 4-to-16 Predecoder major cause for delay improvementin this style is gate skewing,
which buys almost 26% of the reduction as seen in Table VI.
Let us consider the design of a 4-t0-16 predecoder whidline remaining 10% gain comes from using th@r front end.
needs to drive a load which is equivalent to 76 inverters of sizelambu et al. have reversed this allocation of gains in their
This load is typical when the predecode line spans 256 rows. \Maper [7]. The power dissipation in the above design is kept
compare designs in both the series stack style anddRestyle, to about 1.33 mW, because of the DRCMOS reset technique.
and for each consider both the nonskewed as well as the skejf include the power dissipation in the unselecteg gates,
versions. To have a fair comparison between the designs, wiich is not shown in the above figure for sake of clarity.)
will size the input stage in each such that the total input loadingFrom the table, it is apparent that skewing leads to consid-
on any of the address inputs is the same across the designs. Erable speedup at very minimal power overhead Rl style
to space constraints, we will only describe in detail the skewgdedecoder yields the fastest design.



1514 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 36, NO. 10, OCTOBER 2001

Global word driver (DRCMOS) block r = = = = = When this is coupled with a technique such as that presented in
[ 1 select | 1 local word [7] to do a selective discharge of the output, the power dissipa-
IQE .. .. Doll(.’Lwor tion is very reasonable compared to the speed gains that can be
i | line . )
= b il I : achieved. With thelor style predecoder the total path effort be-

comes independent of the exact partitioning of the decode tree,
which will allow the SRAM designer to choose the best memory
organization based on other considerations.

global word line

r L]
1 1

! < ! Block select driver
I+ 1(SRCMOS)
1 1
L od

L IV. SUMMARY
L l We found that the optimum fan-out for the decoder chain with
Fe==b=1 ro==c=n RCinterconnect is about 4, just as in the case of a simple buffer
: . : : *e : Nor style skewed predecoders chain. As in the simple buffer chain, supporting a fan-out of 4
b oa o) withselfresetting logic often requires a noninteger number of stages in the chain. Nev-
Address inputs ertheless, this result can be used to arrive at a tight lower bound

on the delay of a decoder. We examined two simple heuris-
tics for sizing of a real decoder with integer stages. In one, the
number of stages in the various subchains are rounded values
D. Optimum Decode Structure based on the formulae for the lower-bound computation. The

Based on the discussions in Section IlI-A—C, we can nolan-outs in the word driver chains are then kept around 4. This

summarize the optimal decoder structure for fast Iow-powh?ur'suc does well for small RAMs with two-level decoders.

. i the second heuristic, the input sizes of the word drivers are
SRAMS (Fig. 9). Exceptforthe predecoder, all the higher Ievekg pt the same as in the lower-bound computation. This heuristic

of the decode tree should have a fan-in of 2 to minimize th .
power dissipation, as we want only the smallest number of lo es well for Ia'rger' b.|0CkS. and three-level decoders. Redyqng
decode wires to transition. The two-inpuAND function can re delay by wire sizing brings the delays of both the heuristics
. . . . ithin a few percent of the optimum. High-speed designs burn a
be implemented in the source-coupled style without any del t of power. We show that varying the sizes of the inputs of the

enalty, since it does as well as an inverter. This has the further . o . )
P Y 8rd drivers, while sizing each of the subchains for maximum

advantage that under low supply voltage operation, the voltagp . . . .
swings on the input wires can be reduced by half and still pr -egg’gggvgisfe:or a simple mechanism to efficiently trade off

serve speed while significantly reducing the power to drive the%g\?v

lines [20], [21]. The local word driver will have two stages in € exa_mlned a number of circuit styles for |mplemen_t|ng the
most cases, and have four when the block widths are very larAND function of the decoder. We found that a decoder hierarchy

In the latter case, unless the applications demand it, it will th a fan-in of 2 provide; the optimfal solution both in terms of
better to repartition the block to be less wide in the interestst ;ﬁﬂ:ngrzomzr}né)gfgfrd ar;?fl%iselsmoflfil;:ﬁ mv\cl):e S?ttgsest:‘]z\:’vs
the wordlineRC delay and bitline power dissipation. Skewin y gy ' Y P 9

the local word drivers for speed is very expensive in termsgs}I the results from our analysis and sketch out the optimal de-

area due to the large numbers of these circuits. Bitline powceorder structure for fast low-power RAMs.
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